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Summary 
 

• There is increasing interest in using DNA-based methods for the environmental 
monitoring carried out by government organisations. However, end-user understanding 
of these techniques is often limited, in part due to the rapid evolution and proliferation 
of approaches. 

 

• This document aims to provide introductory answers to questions that non-technical 
staff may have on DNA-based methods. 

 

• These Frequently Asked Questions were compiled from end users involved in the 
Defra DNA Centre of Excellence (CoE) and focus on providing an introduction to when 
and why the choice of approach can influence the results from monitoring that uses 
DNA-based methods. 

 

• Readers of these FAQs should be aware that detailed guidance on technical aspects 
of DNA methods is beyond the scope of the document. 

 

• The answers to questions are necessarily brief and higher level and should not be 
considered a comprehensive synthesis of all available literature and knowledge. 

 

• The intended audience is end users of the results from DNA-based monitoring 
methods, who have some knowledge of the techniques but are not specialists. 

 

• Additional information can be found in the complementary JNCC Report No. 669a 
‘Guidance for end users on DNA methods development and project assessment’ 
(Jones et al. 2020). 
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Background 
 
There is increasing interest in using DNA-based methods to support the environmental 
monitoring carried out by government organisations. However, end-user understanding of 
these techniques is often limited, in part due to the rapid and ongoing proliferation of 
approaches. This document aims to provide concise answers to the most frequently 
encountered questions non-technical staff may have when evaluating or comparing DNA-
based studies. It focuses particularly on providing an introduction to when and why the 
choice of method can influence results. The questions were compiled by end users involved 
in the Defra DNA Centre of Excellence (CoE). A number of additional questions that were 
provided by the CoE but could not be included in this FAQ are given at the end of the 
document (Appendix 1). It may be possible to address these in a future project. 
 
Users should be aware that it is beyond the scope of the current project to provide guidance 
on all technical aspects relating to DNA method use. Answers to questions are also 
necessarily brief and higher level; these should not be considered as a comprehensive 
overview of all the available literature and knowledge. Supporting references are therefore 
provided as an introduction to the literature rather than the result of a systematic search and 
synthesis. The intended audience is end users of the results from DNA-based monitoring 
methods with some knowledge of the techniques but who are not specialists. 
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Q1  How do we ensure DNA degradation and cross-
contamination is properly controlled during sampling 
collection and transport?  

 
DNA degradation is mostly caused by enzymes (nucleases) or chemical compounds (e.g. 
phenolics), which can degrade free DNA. It can also be caused by microorganisms in the 
sample that consume cellular material. Different sample types will differ considerably in 
propensity to suffer degradation. Degradation will tend to be more prevalent if samples are 
stored at elevated temperatures for longer periods, which could increase and prolong the 
duration of the enzyme/chemical action. Enzymes come from living organisms in the sample; 
increased degradation in some samples could be from rotting or degrading plant or animal 
material. Sample collection using a preservative (e.g. ethanol) will reduce or retard the 
likelihood of degradation although care must be exercised to ensure the sample and 
preservative are well mixed, and the ratio of preservative to sample is high. However, the 
preservative may not reduce the chemical action. 
 
Particular consideration should be given to the logistical elements of studies where samples 
are transported without preservatives. A maximum temperature exposure threshold could be 
determined empirically or with reference to the literature, and the temperature during transit 
monitored using temperature loggers (electronic, or disposable tags such as Telatemp or 
WarmMark) and any samples that exceed temperature exposure limits discarded. (Also see 
Question 7) 
 
It is very difficult to monitor DNA degradation within a sample, therefore a spiked control can 
be used as a proxy. Usually this is a DNA sequence (either of target or a synthetic DNA 
sequence) added to all samples or contained within the sampling kits at the point of 
sampling. Note that a control of DNA spiked into the sample will not be captured during 
filtration as it will pass through the filter but will be captured by ethanol precipitation or 
similar. Once the sample is received and DNA has been extracted in the lab, the sample can 
be tested for this spiked control DNA and any samples for which the level of control falls 
below a quality threshold can be excluded from analysis. 
 
Cross-contamination is controlled by good process (clear protocols to decontaminate 
equipment, sample handing) and by monitoring (appropriate negative controls including field 
blanks – although note that these are problematic for metabarcoding samples). Where 
possible, using single use disposable items for sample collection will minimise cross-
contamination. As a minimum, this should include wearing disposable gloves and changing 
to a fresh pair between samples. 
 
The consequence of failing to control cross-contamination can include: an increase in the 
false positive rate (i.e. results which find the target is present when it is absent), distortion of 
the relative abundance ratios in metabarcoding results, and an increase in the failure rate 
(where the contamination is detected by the field negative controls and so samples have to 
be discarded). The importance of controlling cross-contamination depend on how serious the 
impact of a false positive result will be (see sections 3.1.1 to 3.1.3 in the accompanying 
JNCC Report No. 669a “Guidance for end users on DNA methods development and project 
assessment”; for further discussion; Jones et al. 2020). 
 
Related Questions: 
Q4: What effect do different approaches to decontamination (e.g. bleach, virkon) of kit from field to 

laboratory have on results? 
Q7: Does temperature during transportation of preserved and unpreserved samples affect 

results? 
Back to Contents 
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Q2  How should samples be stored to facilitate re-use? 
 
Note that a separate DNAquaNet Working group is addressing sample and data storage, 
and the outputs from this may be relevant (https://dnaqua.net/about/). 
 
Documentation 
All samples should be appropriately labelled in a standardised format with a unique identifier, 
and sample records kept in a defined and easily accessible location. Sample records should 
contain: sample metadata such as the date and location of sampling, the physical location of 
the sample, a named sample owner, and a note on how long the sample should be stored 
for. 
 
Storage 
The optimum long-term (years) storage of samples depends on the type of sample. 
 
Freezing is often used, but it is important to note that for all sample types, freeze/ thawing 
will rapidly degrade the integrity of the DNA. If frozen samples are likely to be reused on 
multiple occasions, it is advisable to store these as separate aliquots that can be used 
without unfreezing the majority of the sample. Where samples are kept in a freezer or fridge, 
these should have maintenance protocols and quality processes attached to them to mitigate 
against catastrophic failures. This is a genuine risk to collections. 
 
It is generally best to store samples as extracted DNA or RNA. There is little literature on 
how best to store this DNA, but dried or in liquid nitrogen appears to be best for the long-
term because it keeps DNA in a vitreous state (Anonymous 2008). For more routine storage, 
-20°C or -80°C in Tris/EDTA buffer is recommended over storage in water and 4°C (Kim et 
al. 2012), with a general opinion that colder is better. -80°C is often recommended. 
 
For plant and animal tissues, storage at -80°C or in high levels of ethanol is widely accepted 
as appropriate for long term preservation of DNA (see references in Moreau et al. 2013). 
There can be cost limitations to ultra-low temperature freezers and ethanol preservation, in 
which case suitable alternatives for plants are freeze drying and storage in a cool, light free 
location. Note that ethanol preserved tissues require long term maintenance to ensure the 
ethanol levels don’t drop too low. 
 
eDNA samples (e.g. the filters from filtered water samples) should be stored as extracted 
DNA. Although adding preservative can maintain the stability of the sample over shorter 
periods (weeks, e.g. Spens et al. 2017), we are not aware of studies investigating the 
preservation of unextracted eDNA for long-term storage. It would therefore appear safer to 
store these samples as extracted DNA. 
 
The best form of preservation for mixed community samples (soil, invertebrate trap samples, 
etc.) is not clear, and we could not find studies looking at this over the long term. Given that 
different members of the community may degrade at different rates it may be best to store 
these as extracted DNA, but preservation of specimens in high concentrations of ethanol 
(95% or higher), propylene glycol, RNAlater or similar preservatives may also be appropriate 
(Also see Question 5). 
 
Related Questions 
Q5: What effect do different DNA preservatives have on results? 

Back to Contents 
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Q3  How long can traps be left in the field before DNA 
degradation becomes a problem? Is this affected by weather 
conditions (e.g. heavy rain)? 

 
The rate of DNA degradation depends on the sample type, the temperature traps are 
exposed to, and the preservative used within the traps. Some samples will degrade very 
quickly (soft-tissued or very small organisms, free-DNA) without an efficient preservative. 
Raised temperatures (above 20oC would be considered high) will cause more rapid 
degradation and will necessitate an efficient preservative. Anything that causes the 
preservative to be diluted (rainfall entering the trap, fluids from large-bodied organisms 
accumulating in the trap) or that causes the preservative to evaporate (temperatures >20oC 
for ethanol), will have a negative effect on preservation. It is also important to have a high 
ratio of preservative to sample in the traps. 
 
Because of this range of potential influences, it is not possible to definitively answer the 
question. For example, with excess volumes of an adequate preservative and in ideal 
conditions, it may be possible to leave a trap out for a considerable period (months), but 
under other circumstances more than a few days may be a problem (e.g. where using a 
preservative is not possible, or the preservative rapidly becomes excessively diluted). For 
specific projects, it may be necessary to determine the optimal sampling conditions 
experimentally, e.g. by leaving some traps for a range of time periods under the expected 
environmental conditions and determining if the degree of sample preservation is sufficient 
for the desired application. 
 
Possible in-trap preservation strategies include allowing the samples to air dry, or using 
preservatives such as ethanol or buffers such as Longmire’s buffer or polyethylene glycol 
(PEG) buffer. 
 
Indications that samples have degraded are heavy discolouration of the preservative colour 
and the samples smelling rotten. If the samples smell strongly of decay, it is unlikely that any 
but the most sensitive and robust assays that target very short DNA fragments will work. 
 
Related Questions 
Q5: What effect do different DNA preservatives have on results? 

Back to Contents 
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Q4  What effect do different approaches to decontamination (e.g. 
bleach, virkon) of kit from field to laboratory have on results?  

 
The purpose of decontamination is to reduce cross-contamination between samples and 
from the environment to the samples. Inadequately controlling contamination raises the false 
positive rate (if cross-contamination goes undetected) or increases the failure rate (if 
contamination is detected by negative controls, and results are discarded as a 
consequence). The field of ancient DNA (which also deals with trace amounts of DNA 
collected from the environment) abounds with early published studies entirely based on 
contamination rather than real results – e.g. dinosaur DNA that was actually human and 
chicken DNA; Hedges et al. (1995). A secondary purpose of decontamination is to reduce 
the possibility of spreading pests and diseases between sites, and to reduce the risks to staff 
from zoonotic diseases. 
 
We were unable to find literature comparing the effectiveness of the different approaches to 
decontamination for DNA sampling in the field. The control of DNA contamination in the 
laboratory setting is relatively well studied (see below). 
 
Decontaminating sampling equipment with Virkon (a bactericidal, viricidal and fungicidal 
agent) is recommended in between different sites to avoid transferring diseases (Tidbury et 
al. 2018), but it does not seem to be an effective decontaminating agent for DNA (Ballantne 
et al. 2015). Alternatives are bleach (sodium hypochlorite) and proprietary products such as 
DNA-AWAY/Distel. Few studies compare the efficacy of these products directly, although 
DNA-AWAY appears less effective than bleach (Champlot et al. 2010). Appropriately used, 
bleach is a highly effective low-cost option (Champlot et al. 2010), although it can degrade 
relatively rapidly over time (Camps et al. 2009), and diluted bleach solutions should be made 
up not longer than weekly from tablet or concentrated liquids. Within the laboratory, another 
commonly used alternative is UV irradiation, which is highly effective where it can be used 
(Champlot et al. 2010). 
 
There are health and safety and environmental risks associated with decontamination 
products, which are usually stated on the packaging or found on the Material Safety Data 
Sheet (MSDS) for each chemical. These should be seen as the over-riding source of 
information for the hazards associated with the chemicals. A short discussion of some 
relevant points is given below but is not comprehensive. 
 
The use of bleach in the lab is often restricted because it gives off toxic gases if inadvertently 
mixed with other common laboratory chemicals. Bleach is also a corrosive with risks to users 
and to equipment, requiring suitable PPE to be worn (e.g. gloves, goggles). Similar care 
should be taken to minimise the impact on the environment when transporting bleach to and 
from sites, during its use and while it is stored (bleach resistant plastic containers are 
necessary), and when it is disposed of. Virkon in powdered form is a high risk from inhalation 
and poses a risk to the environment. 
 
Should any of the decontamination products enter the samples, the impacts can be very 
high, ultimately leading to the degradation of all the DNA within a sample. However, we do 
not know of any studies where this has been mentioned as a problem. Care should always 
be taken that no sample tubes are open while decontamination is taking place, and that any 
decontamination products have been fully rinsed of materials that will be in contact with 
samples (e.g. tubing used to filter eDNA samples). 
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Note that methodological steps can also be introduced to reduce contamination, reducing 
the need for decontamination. For example: 
 

• In the field; sampling against the concentration of the target (if known). This involves 
sampling areas of low/no target presence before sampling sites where the target is 
known to be present. 

• In the laboratory; physically separating areas where samples, DNA and reagents are 
stored; physically separating areas where DNA extractions, PCR reactions and post-
PCR work is done. Removing steps where PCR products are opened (e.g. using real-
time PCR, ddPCR over conventional PCR and gel electrophoresis) avoids the risk of 
PCR amplicon contamination. 

 
Back to Contents 
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Q5  What effect do different DNA preservatives have on results? 
 
NB: This covers eDNA and specimen DNA 
 
Poor preservation decreases the sensitivity of the test (i.e. failing to detect the target DNA 
where it was originally present in the sample), leading to higher false negative rates. For 
targeted assays the samples contributing lower amounts of DNA will be most affected, and 
for metabarcoding studies the organisms with lower amounts of DNA will be most affected. A 
degradation control can be included at the sampling step (as in the great crested newt eDNA 
test approved by Natural England) to monitor for degradation. 
 
Using a preservative is important, but the variation in the end result caused by using different 
types of preservative may be minor. The best method can only be determined empirically for 
each application, but an appropriate method can be selected from the literature and tested in 
some trial samples. For validated tests (in the strict sense of the term ‘validation’), the 
preservation approach is an intrinsic part of the method and a change in preservative should 
trigger an appropriate re-validation. For example, it would not be appropriate to change the 
preservative used in the routine eDNA test for great crested newts without demonstrating 
empirically that the change has no effect.  
 
Preservatives for water filtration samples 
For eDNA methods that use in-field filtration as the DNA capture step, filters can be 
preserved in several ways (e.g. refrigeration, or preservation with Longmire’s buffer, 
RNAlater or ethanol). A number of studies have considered these approaches and reached 
slightly different conclusions (e.g. Hinlo et al. 2017; Spens et al. 2017). For example, Spens 
et al. (2017) found that preserving filters in ethanol or Longmire’s gave better preservation 
than RNAlater or freezing, while Hinlo et al. (2017) found that ethanol was worse than 
freezing for some extraction types, but equivalent for other types. Not using any preservative 
method had a strong detrimental effect on preservation. It is likely that the different buffers 
have different advantages and disadvantages depending on the sample matrix and target 
species and the DNA extraction kit they are coupled to, all of which will affect the end result. 
 
Preservatives for aggregated invertebrates 
In a review, Liu et al. (2019) identified that the most commonly used preservatives for 
aggregated invertebrates were (in decreasing order): ethanol, Longmire’s buffer, DESS and 
propylene glycol. Vink et al. (2005) found that propylene glycol and RNAlater were better 
preservatives than 95% ethanol, and all were better than 75% ethanol. However, RNAlater 
may be too expensive for many applications (of the order of £375 per 500ml). Pragmatically, 
the difference between 95% ethanol and propylene glycol may not have a great effect on the 
results unless the focus is on sensitivity and limit of detection (e.g. the detection of low 
abundance DNA is of prime importance). As with eDNA filters, the best method can be 
determined empirically for each application, but an appropriate method can also be selected 
from the literature and tested on trial samples. A change in the preservation method should 
trigger an appropriate re-validation of the modified method. 
 
Preservatives for soil samples 
Tzeneva et al. (2009) showed that it is possible to obtain ecological information from 
microbial DNA in soil samples that were thoroughly air-dried at 42°C for 48 hours without 
adding any preservative to the samples. Andersen et al. (2012) extracted vertebrate DNA 
from soil samples collected in DNA-free 50 mL tubes that were frozen at -20°C; again, not 
adding any specific preservative but lowering the temperature to reduce degradation (See 
Question 7 for further information on the effects of temperature on DNA). Tatangelo et al. 
(2014) compared different preserving methods for soil and water samples and demonstrated 
that freezing or no preservative are both valid for soil whereas water samples need to be 
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preserved either through refrigeration or the addition of appropriate preservative (e.g. 
RNAlater, ethanol). 
 
Related Questions: 
Question 2: How should samples be stored to facilitate re-use? 
Question 3: How long can traps be left in the field before DNA degradation becomes a problem? 
Question 7: Does temperature during transportation of preserved and unpreserved samples affect 

results? 
Back to Contents 
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Q6  What effect does filtration vs. ethanol precipitation have on 
results? 

 
This question relates to the DNA capture step of eDNA studies on water. In filtration, the 
water sample is passed through a membrane with a specific pore size. Important variables to 
consider are: membrane type (e.g. nitrocellulose), pore size (in microns) and volume of 
water filtered. Ethanol precipitation in this context refers to a series of methodological steps 
in which the water sample is added to a tube containing a preservative (ethanol) and a 
chemical that causes the DNA to precipitate out of the solution (sodium acetate), after which 
the sample is centrifuged at high speed to pellet the DNA at the bottom of the tube(s). This 
centrifugation step severely limits the amount of water that can be processed. 
 
Several papers compare these two methods (e.g. Spens et al. 2017; Hinlo et al. 2017; 
Deiner et al. 2015). The two methods principally affect results in terms of sensitivity, 
contamination (i.e. likelihood of a false positive) and community composition (for 
metabarcoding studies or shotgun sequencing studies). Differences in operational feasibility 
are also a highly important consideration. 
 
In relation to method sensitivity, filtration appears to consistently outperform ethanol 
precipitation for DNA yield and target detection (e.g. Deiner et al. 2015; Adrian-Kalchhauser 
& Burkhardt-Holm 2017; Spens et al. 2017). This can partially be attributed to filtration using 
a higher volume of starting sample than ethanol precipitation (filtration volumes are typically 
larger than 250ml whereas ethanol precipitation volumes are not greater than 90ml). 
Variations in filtration methodologies (e.g. pore size, material type) also affect sensitivity (e.g. 
Hinlo et al. 2017: Spens et al. 2017). The difference in detectability between filtration and 
precipitation will affect the reported community composition from metabarcoding studies, 
both in terms of presence / absence and any estimate of relative abundance. 
 
However, sensitivity is not the only consideration when selecting which DNA capture method 
to use. Contamination is likely to be controlled better by ethanol precipitation or by filtration 
using enclosed filters rather than by filtration using open filter receivers, because in the first 
two approaches the water is not open to the environment during DNA capture. Additional 
limitations of filtration are that (i) filters can become clogged if the sample processed 
contains high levels of sediment (meaning the agreed volume of water cannot always be 
filtered) and (ii) water either has to be filtered on site (sometimes requiring specialist 
equipment, and limiting the number of samples that can be processed by hand) or rapidly 
transported to the laboratory (with associated logistical challenges). Samples for ethanol 
precipitation are relatively straightforward for non-specialists to collect and to transport to the 
laboratory (provided correct procedures for posting hazardous goods are followed), and 
sensitivity can be increased up to a point by increasing the number of replicates used. 
 
If detecting low-level presence of the target is the prime objective, then filtration is likely to be 
the better method, provided that the volume of water filtered is high (500ml or more, rather 
than 250ml or less) and operational constraints can be met. However, for practical reasons, 
ethanol precipitation is sometimes the most appropriate method to use. These operational 
trade-offs may change as methods become more mature.  
 
An important consequence of the differences in capture methods is that results from studies 
using different DNA capture methodologies should be compared with a great deal of caution, 
unless there is suitable intercalibration / validation data, and/ or some statistical modelling. 
 
Related Questions 
Q8: What effect does sample volume have on results? 

Back to Contents 
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Q7  Does temperature during transportation of preserved and 
unpreserved samples affect results? 

 
The extent to which the temperature at which samples are transported is likely to affect 
results depends on the sample type, the duration and exposure to different temperatures, 
and whether samples have been preserved in any additional way. In general, high 
temperatures and high humidity degrade DNA, and the longer a sample is exposed to a 
higher temperature the greater the degradation. DNA degradation increases the false 
negative rate, as the amount of target DNA in the sample degrades to below the limit of 
detection. In surveys targeted to an individual species, this will result in a false negative, in 
metabarcoding it will tend to result in decreased detection of lower abundance organisms 
within the reported community. 
 
Ideally, all samples should be kept cool during transport (temperatures will vary by sample, 
but 5°C or lower is better) and should spend as little time as possible in transit (ideally within 
12-24 hours). Adding a preservative will mitigate the effects of higher temperatures, although 
it is still advisable to keep samples cool as a precaution against degradation. 
  
eDNA in water degrades more rapidly at higher temperatures (Strickler et al. 2015) but also 
degrades at 5°C (Eichmiller et al. 2016; reported degradation rate is over days). For ethanol 
precipitation samples, the ethanol is sufficient to preserve the DNA during normal UK 
temperature ranges for a short period of time (days). Samples for filtration should be filtered 
on site or kept cool and transported to the laboratory within 24 hours. It is not clear what 
preservative could be added to an unfiltered water sample in sufficient volume, without 
affecting the composition of the DNA particles captured on the filter. If it is not possible to 
keep water samples cool and transport them to a laboratory quickly, then the better 
alternative is to process the sample on site (e.g. by filtration) and store the captured DNA 
(e.g. the filters) in a preservative. 
 
For aggregations of organisms, the organisms will begin to degrade with high temperatures, 
particularly if they remain wet. This process is significantly delayed by adding the correct 
preservative, which can allow samples to be stored for years. For bacterial communities, 
high temperatures might cause not only DNA degradation but also a change in the bacterial 
community itself, thus skewing the results and their biological interpretation. (Pietikäinen et 
al. 2005). This is also likely to be true of fungal communities. Again, adding preservatives 
can delay this process and is strongly recommended. 
 
To control for the effect of high temperatures, a DNA degradation control should be 
introduced into all samples at the point of sampling (or contained within the sampling kit), 
and any samples for which the degradation control has failed should be excluded from 
analysis. This is particularly relevant for high importance results – e.g. the standard great 
crested newt eDNA kit contains a degradation control despite abundant preservative also 
being part of the kit. Alternatively, a maximum temperature exposure threshold could be 
determined empirically or with reference to the literature, and the temperature during transit 
monitored using temperature loggers (electronic, or disposable tags such as telatemp 
WarmMark) with any samples that exceed this threshold discarded. 
 
Related Questions 
Q1: How do we ensure DNA degradation and cross-contamination is properly controlled during 

sampling collection and transport? 
Back to Contents 
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Q8  What effect does sample volume have on results? 
 
In principle, increasing the sample volume should increase the amount of DNA that enters 
the capture and/or DNA extraction step, and up to a point will increase the amount and 
concentration of DNA post extraction. All else being equal, this has two potential benefits: 
 

• Increased sensitivity of the test (increases the probability of detection for rare species) 

• Decreases the variability of the test (reduces community variability as less abundant 
taxa are represented in the sample more reliably) 

 
Empirical evidence for this is somewhat mixed for eDNA studies. Increasing the water 
volume sampled increased sensitivity for fish detection (e.g. Wilcox et al. 2018), although no 
increase was observed for invertebrate detection from aquatic eDNA samples (Mächler et al. 
2016). 
 
Several factors influence the upper limit on the sample volume including: 
 

• For eDNA capture from water (and possibly soils, depending on the method): the DNA 
capture step (filtration, ethanol precipitation and centrifugation) will have an upper limit 
on the volume of sample that can be processed, dictated (e.g.) by clogging of the 
filters and centrifuge capacity. 

• Overloading the DNA extraction step with DNA. This decreases the amount of DNA 
recovered (for example, overloading a DNA clean-up spin column such as the Qiagen 
Blood and Tissue kit column will decrease the DNA recovered compared to loading 
with an appropriate amount of DNA).  

• Increasing the volume of sample that contains inhibitors (e.g. environmental water 
samples, tissues with inhibitors etc) may also increase the concentration and amount 
of inhibitors in the DNA post extraction above a threshold that can be dealt with (also 
see Question 13).  

• The cost of extraction reagents may become prohibitive. For example, a practical limit 
on the volume of soil that can be extracted in a single extraction is imposed by the 
volume of buffer needed to soak the soil for the first step. This may also apply to 
aggregations of invertebrates. 

 
An appropriate sample volume should be determined by consulting the wider literature 
and/or experimental evidence, taking into consideration: 
 

• The purpose of the test (e.g. for rare species detection larger sample volumes may be 
desirable). 

• Operational or cost constraints on the number or volume of sample that can be 
processed. 

 
Related Questions 
Q6: What effect does filtration vs. ethanol precipitation have on results? 
Q13: How much effect does inhibition have on results, and how can this be understood and 

minimised? 
Back to Contents 
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Q9  What effect do large differences in organism size have on 
results? 

 
The effect for a targeted-detection based project for a small body-sized species in the 
presence of many large-sized species will depend on the sampling method. Where sampling 
and extraction are based on the size or weight of the sample, the presence of DNA from a 
smaller species will be diluted by the excess DNA from the larger species. This would 
reduce the analytical sensitivity of the assay for the smaller species, although it could be 
compensated for by using more sequencing (in a metabarcoding method) or by using more 
but smaller samples (real time PCR or ddPCR). Another attempt to resolve this uses 
protocols in which samples are sorted and only parts (e.g. a leg) of the larger species are 
included in the extraction. However, this requires both manual processing and sufficient 
identification expertise, reducing the likelihood of the method being automated for high-
throughput use and increasing time and cost. 
 
If the aim is to investigate relative abundances in populations of species using 
metabarcoding, the issues can become more involved and difficult to resolve. If the assay 
target is a single copy nuclear gene, then assessing the number of reads as an estimate of 
the number of cells of each species present is possible (ploidy issues aside). This could be 
used to infer something about the relative abundance of each species but is confounded by 
differences in biomass or growth stage of different individuals and species. The situation 
becomes even more complex where the target is an organelle such as the mitochondrion 
(e.g. insect cytochrome oxidase I) or is multicopy (e.g. fungal ITS region). The number of 
mitochondria per cell will vary between species, individuals, and even specific tissues, whilst 
the number of copies of multicopy genes will vary between species and individuals. These 
issues make it difficult to quantify species abundance. It may still be possible to compare 
differences between sites sampled using the same methods, but in some cases relative 
abundance from metabarcoding results (e.g. as measured by read count) may be very 
different from the true relative abundance. 
 
Related Questions: 
Q10: What are the effects of large amounts of non-target DNA in a sample? 
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Q10  What are the effects of large amounts of non-target DNA in a 
sample? 

 
The effect of non-target DNA depends on the application and the nature of the non-target 
DNA. The non-target DNA can either be related organisms (e.g. smooth newts in a test for 
great crested newt) or unrelated (e.g. plant DNA when screening for plant pathogens). 
Overall, unrelated DNA is unlikely to cause major issues for targeted assays or for 
metabarcoding with highly specific primers. Although very high levels of DNA act as an 
inhibitor within a PCR (DNA accumulation causes DNA production to plateau), this is not a 
concern for those commissioning a test or study. The effects of high levels of DNA in a PCR 
can be corrected by diluting the DNA, although this could reduce analytical sensitivity if DNA 
from the target organisms is at or close to the limit of detection. 
 
Related DNA from non-target species can cause more specific issues. In metabarcoding 
experiments, related non-target DNA will frequently be amplified and sequenced alongside 
the target DNA, reducing the analytical sensitivity of the assay. This issue can also cause 
problems with what appear to be unrelated species. Many bacterial 16S primers will amplify 
the 16S from plant chloroplasts, and fungal ITS primers can also amplify the ITS region of 
plants. The theoretical solution to non-target amplification is to make the PCR primers more 
specific, but there is a difficult balance between amplifying a wide range of target species 
whilst avoiding undesirable non-target species. 
 
Related non-target DNA can also cause issues in targeted assays. Assays designed to 
distinguish between closely related species often have some (low) levels of cross reaction. 
In the presence of large amounts of related non-target DNA, this cross reaction creates 
competition that can mask detection of the target species if the target is present at low 
abundance. For example, the real time PCR assay to detect the potato pest Globodera 
rostochiensis cross reacts if G. pallida is abundant, meaning that G. rostochiensis is 
effectively undetectable with the assay in this situation. Digital droplet PCR (ddPCR), which 
relies on thousands of individual reactions, can be a solution to this issue as each reaction 
should theoretically only contain one or no DNA target molecule and thus there is no 
competition between target and non-target DNA. 
 
Related Questions 
Q9:  What effect do large differences in organism size have on results? 
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Q11  What is the effect of DNA extraction kit choice on results? 
 
During the DNA extraction step, a sample (or subsample) is treated to recover and 
concentrate the DNA into a small volume of buffer whilst removing other chemicals and 
materials. Extraction methods vary hugely in complexity and duration, from methods that can 
be done in minutes to those that take days or longer. Typically, more complex and difficult 
sample types require more complex extraction methods. Some methods also require higher 
quality or longer fragment length DNA, which may involve more specialist DNA extraction 
methods. 
 
Different DNA extraction methods can have a range of effects on the final results, from 
negligible to very important. An inappropriate extraction method will reduce analytical 
sensitivity and increase false negative rates, as DNA is poorly recovered from the original 
sample or inhibitors remain in the extracted DNA. Note that the choice of extraction method 
is also likely to influence the community composition in metabarcoding studies, as the 
different organisms within the sample may respond differently to different DNA extraction 
methods.  
 
Negligible effects of extraction methods are likely for ‘easily extracted’ samples with 
abundant DNA, such as fresh animal tissue, pure bacterial cultures, and ‘simple’ plant 
material (e.g. some fresh leaf tissues). The effects (increased false negative rate, changes in 
community composition) are likely to be higher for: 
 
Physically tough tissue samples  
The DNA is protected by some form of outer casing, including: tough plant materials (e.g. 
woody tissue, tough leaves), organisms with hard outer casings (e.g. some diatoms, fungi, 
spores, some invertebrates), and organisms with protective mucus coats (e.g. some 
invertebrates,  some bivalves). These casings generally require some disruption in the 
extraction steps, such as crushing, heating, and/or enzymatic digestion. If the DNA 
extraction steps omit these, the amount of DNA recovered will typically be far lower than 
more appropriate DNA extraction methods.  
 
Samples with inhibitors 
Inhibitors are substances that inhibit DNA extractions or PCR, and are found in some plant 
tissues (e.g. tissues with tannins, phenolics, high starch content, polysaccharides), as well 
as any samples that contain soil or sediment (these contain many inhibitors such as humic 
acid) – e.g. samples concentrated from water, soil samples, faecal samples. Any DNA 
extraction on these sample types either should be tailored to ‘difficult’ extractions or contain 
a final ‘clean-up’ step as a separate component. A range of proprietary kits are now available 
that are tailored to improve extraction efficiency of these difficult samples. Even these 
extraction methods and kits should be empirically demonstrated as fit for purpose.  
 
Samples with low starting concentrations of DNA  
This includes any degraded sample, or samples where the target organism is at very low 
concentration. Small variations in DNA extraction efficiency or yield will have a greater effect 
on the end result when the DNA concentration is approaching the threshold of detection. 
 
Related Questions 
Q13: How much effect does inhibition have on results, and how can this be understood and 

minimised? 
Back to Contents 
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Q12  What is the effect of the choice of primers on results?  
 
The primers determine which fragments of DNA will be amplified and therefore detected; 
thus, primer choice is one of the most important factors for real time PCR, barcoding, or 
metabarcoding studies. For any given study, the ideal primer sequences would achieve 
several aims, but in practice the best primer sequences will represent a compromise. 
 
At the broadest level, there is a balance between (i) amplifying only fragments of DNA from 
intended genes/organisms targeted by the study (and from no others), i.e. intended bias, and 
(ii) obtaining amplicons (PCR products) that contain the most informative, taxonomically 
discriminating sequences (for barcoding/metabarcoding especially, these must distinguish 
between taxa). There are also necessarily compromises within and between these two aims, 
as well as practical considerations – e.g. short sequences may amplify more effectively than 
long sequences but be less effective at allowing species discrimination.  
 
In targeted PCR assays, the primers and probe need to be inclusive enough to detect the 
whole range of sequence diversity found in a target organism while not giving false positive 
results with non-target taxa. When selecting primers, off-target binding should be screened 
for and avoided: even if it does not lead to false positives, any off-target binding of assay 
primers can lower the efficiency of an assay and potentially lead to reduced analytical 
sensitivity and increased false positive rate. 
  
Efficiency of targeting intended genes/taxa (intentional bias) 
For both barcoding and metabarcoding, the primers must adequately amplify a single gene 
or DNA sequence without amplifying other DNA regions elsewhere in the genomes. For the 
purpose of metabarcoding, primers would ideally maximise amplification of the DNA of all 
types of organism of interest (“target organisms” such as bacteria, fish), and do so with 
minimal bias between species within that group, and should minimise DNA-amplification of 
groups not of interest (“off-target”). The drawback of non-target amplification is that it wastes 
DNA sequencing effort, not that it affects the identification of sequence DNA from the 
targeted groups. Therefore, a low frequency of off-target amplification is usually acceptable 
unless sequencing capacity is very limited in relation to the number of samples. 
 
Unwanted bias: different target taxa are amplified disproportionately 
Some widely-used primers suffer from unintended bias (Pinto & Raskin 2012; Walters et al. 
2016) – even though all organisms within the target group are amplified, amplification of 
some organisms is favoured relative to others. Consequently, resulting metabarcoding data 
can generally only be treated as indicative of the relative abundances of the organisms 
detected rather than an accurate measurement of their proportions. Unintended bias can be 
caused by differences in PCR amplification efficiency between species, e.g. differences in 
primer-binding affinity to (potentially) slightly different target sequences in each taxon. In 
addition, some target genes, such as 16S rDNA, are present in different copy numbers per 
genome in different taxa. 
 
Irrespective of the causes, for a given primer pair, the relative biases in amplification are 
reproducible (Ibarbalz et al. 2014). This means that comparisons of ratios of proportional 
abundances (taxon A: taxon B) between two or more samples, remain valid. 
 
Informativeness of the amplified sequences: identifying to taxon 
Regarding the informativeness of the amplified sequences (typically a barcode region), the 
idealised amplicon sequence would not only be unique in each taxon of interest (e.g. each 
species), but the differences in the sequence between each species would be substantial. 
This would mean that sequencing errors introduced by the sequencing platform would rarely 
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if ever prevent correct identification. However, this is usually an unrealistic expectation, 
especially for metabarcoding. 
  
Some primers designed to perform well in one aspect (amplifying a large target group, e.g. 
“all bacteria”) do so at the cost of providing fine resolution between taxa. For example, fungal 
ITS1 and bacterial 16S amplicons from widely-used primers do not resolve beyond genus 
level in the general case, although this depends on the taxa: some species can be uniquely 
identified, while in other cases a small group of several species can be distinguished from 
other members of the same genus. Conversely, within some families, even reliably resolving 
particular genera can be problematic. 
 
Using longer amplicon sequences (i.e. longer DNA sequences from the barcode region) or 
more than one barcode region may provide greater power to resolve down to the desired 
taxonomic level. In some taxa (e.g. plants, nematodes) multiple different barcoding genes 
are recommended to resolve the full range of species / genera of interest. Note that in some 
cases it may not be possible to resolve down to the desired taxonomic level just using a 
barcoding approach. Prior to metabarcoding it is therefore critically important to specify the 
taxonomic level to which identification is required in general, and whether there are any 
particular taxa whose positive identification must be possible in principle. A related basic 
issue to consider is the availability and richness of reference sequences (i.e. databases) 
corresponding to the region amplified. The richest databases are dedicated to particular 
genes and/or intergenic regions and are more detailed than sequences available in general 
nucleotide sequence databases. Therefore, the choice of primers can also determine the 
extent to which a DNA metabarcoding dataset can be analysed.  
 
Related Questions: 
Q21: To what extent does the quality of reference databases affect the reliability of results? 
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Q13  How much effect does inhibition have on results, and how 
can this be understood and minimised? 

 
Inhibition is likely to be more problematic in sample types that contain inhibitors, such as soil, 
filtered/precipitated water samples, sediment, faeces, plant samples containing woody or 
tough plant materials, and animals that produce mucus (bivalves, snails, etc.). It is less likely 
to be a problem in some aggregations of organisms without the matrix they were contained 
in and in some animal tissues. 
 
The effect of inhibitors depends on whether they are adequately controlled by the method. 
Factors that can reduce the effect of inhibitors include: the amount of starting material (not 
too much), correct choice of DNA extraction method, the use of reagents optimised to deal 
with inhibitors (e.g. inhibitor resistant PCR reagents; see Uchii et al. 2019), diluting the DNA 
prior to spiking into the PCR reaction, the use of DNA and PCR clean-up steps, and the 
choice of detection technology (both LAMP and ddPCR are more resistant to inhibitors than 
real-time PCR; Francois et al. 2011; Salipante & Jerome 2020). 
 
The effect of inhibitors is better understood for species-specific methods than for 
metabarcoding. In the former, if not properly controlled for, inhibitors can increase the false 
negative rate and decrease the analytical sensitivity. In theory the presence of inhibitors 
would reduce the efficiency of a metabarcoding PCR amplification step, and this could lead 
to an increase in amplification bias in favour of specific species – this area needs further 
study. 
 
Inhibition can be detected by including a control (i.e. spiked DNA) into the sample prior to 
PCR and after extraction. If the spiked DNA can be detected efficiently then the effect of 
inhibition is likely to be sufficiently small for the purposes of the test. Alternatively, inhibition 
can be detected in real-time PCR and ddPCR by creating a standard curve based on a 
dilution series of the sample; if significant inhibitors are present, the detection efficiency will 
be lower than expected at the highest sample concentrations. 
 
Related Questions: 
Q11: What is the effect of DNA extraction kit choice on results? 
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Q14  What effect does the number of PCR replicates and the way 
in which they are treated have on results and costs? 

 
For a targeted detection method that is being used above the analytical limit of detection 
(LoD), the number of PCR replicates is unlikely to have much effect on the results. The 
replicates can therefore be minimised (2-3 would be acceptable). However, when a method 
is expected to be used at, or just above, the LoD, increasing the number of replicates will 
increase the sensitivity (e.g. GCN detection in eDNA samples).  
 
At the LoD, not all the replicates will be expected to give a positive result even when the 
target DNA is present. Increasing the number of replicates will increase the probability of at 
least some being positive. However, increasing the number of replicates also increases the 
likelihood of false positive detections and may require additional negative control replicates 
to identify when this is a risk. There will be increased costs with increasing numbers of 
replicates due to reagent requirements and because fewer different samples can be 
analysed at the same time (PCR typically uses plates with 96 reaction wells; leaving some 
wells for controls, a typical assay done in duplicate could process 45 samples but if 12 
replicates are used only seven different samples could be run in a single experiment).  
 
Typically, a single positive replicate is sufficient to give a positive diagnostic result. For 
example, the eDNA test for great crested newt interprets a single positive replicate as a 
positive diagnostic result. Where there are multiple replicates, a threshold for a positive 
diagnostic result could be put in place (e.g. >2 positive PCR replicates necessary for a 
positive diagnostic result). This can form part of the validation process of the test, allowing 
the effect on the positive and negative predictive values to be calculated. 
 
Metabarcoding 
The effect on metabarcoding is more complex and is influenced by both the random 
sampling of DNA at the LoD for less abundant organisms and the iterative nature of PCR 
causing random amplification (“jackpot”) events. This can lead to PCR ‘drift’ favouring 
particular sequences and disfavouring others (Wagner et al. 1994; Kebschull & Zador 2015), 
potentially producing bias that significantly affects any taxa and not just those at very low 
abundance.  
 
If truly random, different PCR drifts can be expected to occur in different PCR replicates, and 
so pooling the amplicons of independent replicates would even out the drift. The nature and 
size of drift is independent of the polymerase enzyme used and the number of rounds of 
amplification (Sze & Schloss 2019) and so is in that sense random. Accordingly, comparing 
pooled triplicate PCR amplicons with the same numbers of reads from single PCR reactions 
demonstrated a slightly higher repeatability in the former (i.e. when repeating 
PCR/sequencing runs on the same sample) (Kennedy et al. 2014). A counter-argument is 
that due to improvements in both polymerase fidelity and data analysis, pooled triplicate 
PCR reactions no longer provide sufficient benefit to warrant the additional costs incurred 
(Marotz et al. 2019). It is not straightforward to say whether replicates do lead to more 
repeatable results, and this may also depend on the sample type and method.  
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Q15  What effect does one vs. two-step PCR have on results?  
 
One and two step PCR protocols both have advantages and disadvantages. A one step 
protocol is easier to carry out, requires less staff time and has fewer steps so is less likely to 
lead to contamination. However, one of the disadvantages is that specific indexed barcode 
primer sets of hundreds of oligonucleotides must be purchased for every gene to be 
sequenced. When large numbers of samples are planned in single runs this can get very 
expensive. By contrast, when carrying out two step PCR only a single set of indexed primers 
is needed, and a new target gene can be trialled with the purchase of two primers. There is 
also good evidence that the longer more diverse primers used in one-step PCR can cause 
issues and bias in the PCR process leading to increased variability in replicates caused by 
potentially large differences in the proportions of the sequenced taxa between replicates 
(see Zizka et al. 2019; O’Donnell et al. 2016). 
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Q16  What effect do differences in sequencing depth have on 
results? 

 
In this context, sequencing depth is how many sequencing reads are produced per 
metabarcoding sample. The difference in the results obtained by different depths depends 
very much on what questions the study is aiming to answer, and also on the complexity of 
the community being studied. 
 
If the objective is to obtain as detailed a profile of a community as possible, then 
communities that include many organisms with very low-abundance DNA (e.g. species that 
are small, present in low numbers, or have DNA that is difficult to extract) will require much 
deeper sequencing than communities with relatively similar species abundances and only a 
few different species that each yield similar amounts of DNA. In that regard, many (but not 
all) microbial, diatom or fungal communities would require deep sequencing. Within the 
research community, a minimum of 100,000 reads is frequently quoted as a minimum for 
16S metabarcoding, but this is based somewhat on arbitrary expectations. It has been 
shown that even with tens of millions of reads per sample, unique Amplicon Sequence 
Variant (ASV) counts do not plateau with increasing number of reads, albeit without 
denoising (Caporaso et al. 2011). (Also see Question 18 on approaches to removing 
potentially erroneous sequences) 
 
Planning a metabarcoding project requires considering what is the maximum relative 
abundance of organisms that would be acceptable to fail to assay accurately (or completely 
miss). For example, it has been shown that even 1,000 reads per sample successfully 
enabled determination of taxa at 1% abundance with reasonable accuracy (Hamady & 
Knight 2009). (Many studies of that era used 454 pyrosequencing, which at that time did not 
produce read lengths substantially longer than the longest short reads of today and had 
considerably worse error frequencies). It should also be noted that most measures of within-
sample (α-)diversity, such as the Shannon diversity index or the low-magnitude Hill 
numbers, are relatively robust to changes in numbers and relative abundances of very low-
abundance taxa. Measures of between-sample (β-)diversity are even more robust; for 
example, the same assessment of pyrosequencing study noted that even 100 reads per 
sample could detect major patterns of variation. A study using > 2 x 107 reads per sample 
(Caporaso et al. 2011) demonstrated that β-diversity could be reproduced even when using 
only 2,000 randomly-selected reads. The Illumina protocol for their iSeq 100 System refers 
to a range of 15,000 to 100,000 reads per sample depending on the purpose of the study 
and the target assemblage (Illumina 2018). 
 
Related Questions: 
Q18: What are the approaches to removing potentially erroneous sequences from datasets, and do 

these produce different results? 
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Q17  How does the sensitivity of different PCR methods compare 
with each other? 

 
For species-specific assays, ddPCR is marginally more sensitive than real-time PCR for 
most applications (e.g. Salipante & Jerome 2020). Although a mass of contradictory studies 
are available, the consensus is that conventional PCR (in which detection is via gel 
electrophoresis) is less sensitive than either real-time or ddPCR (see e.g. Lau et al. 2003; 
Hren et al. 2007; Paiva-Cavalcanti et al. 2010, counter example Bastien et al. 2008). As a 
side note, multiplexed assays, in which more than one test for different targets are run in a 
single reaction, generally have declining sensitivity as more primer pairs are added. 
 
For most applications, other factors come into play when deciding between PCR methods. 
Real time PCR is more suited to high thoughput applications than conventional PCR with gel 
electrophoresis (and possibly ddPCR), and contamination control is also better using real-
time PCR than conventional PCR. However, the machines for both real-time PCR and 
ddPCR are expensive, and so conventional PCR followed by gel electrophoresis may be 
most appropriate for early phases of method development or for research projects. 
 
Studies comparing metabarcoding with real time PCR for targeted species detection have 
generally found metabarcoding to be less sensitive (e.g. Bonants et al. 2019; Bylemans et al. 
2019; Wood et al. 2019). This fits with theoretical expectations – e.g. competition of targets 
within the ‘untargeted’ PCR reaction, ambiguity of interpretation where low read counts are 
observed. Counter examples can be found but note that for all of these method comparison 
studies, the sensitivity of the test is likely to be determined by the PCR primers, which vary 
between the real-time PCR and metabarcoding assays.  
 
Related Questions: 
Q23: How does metabarcoding compare with targeted assays for single-species detection? 
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Q18  What are the approaches to removing potentially erroneous 
sequences from datasets, and do these produce different 
results? 

 
Basic Quality-Control (QC) 
The ‘normal’ quality-control measures applied to Next Generation Sequencing (NGS) reads 
will generally remove some erroneous sequences. The process includes steps to: 
 

• Filter based on lack of sufficient agreement between paired reads 

• Remove expected short sequence motifs such as those matching the primers 

• Trim sequences with low quality scores (all platforms give each base a quality score, 
which is a prediction of how likely the sequence is to be accurate) 

• Discard reads that are too short after trimming, or that are too long and thus likely to 
be non-target amplification. 

 
These procedures usually dramatically improve results, by reducing the numbers of 
erroneous Operational Taxonomic Units (OTUs) and thus avoiding overinflated measures of 
diversity (Bokulich et al. 2013). As with many processes, differing threshold values and 
software packages can produce differing results making it difficult to compare results 
obtained using different methods. 
 
Dealing with the consequences of base-call errors in sequences 
Even with a very good average base quality score, in absolute terms many sequence reads 
will contain one or more errors. Consequences of this include: overestimating the number of 
different sequences, with implications for estimates of diversity; inability to identify a read to 
more than a coarse taxonomic level; taxonomic misidentification (in some cases). 
 
Some methods of processing amplicon reads can ameliorate these problems even without 
explicitly attempting to recognise base-call errors. By clustering very similar sequences, the 
erroneous versions of some reads will be grouped with their error-free equivalents. The cost 
of this approach is that it does not distinguish genuine biological sequence variants (e.g. two 
very similar taxa) from errors, thus placing a limit on the taxonomic resolution. This limit can 
be adjusted by changing the threshold at which similar sequences are clustered, but it may 
be difficult to have a ‘perfect’ threshold that keeps all true taxa separate, whilst ensuring all 
erroneous sequences are clustered with error-free equivalents. 
 
The problem is addressed through a number of “denoising” approaches that have been 
developed to recognize sequencing errors. Errors are either corrected on the basis of very 
similar but much more abundant sequences (the error free sequences are expected to be in 
higher abundance) (e.g. Callahan et al. 2016; Schloss 2020), or the reads containing them 
are regarded as inadmissible failures that could confound the analysis and so are discarded 
(e.g. Amir et al. 2017). The drawback of discarding errors is that it potentially wastes reads 
that could be real variation (e.g. true species). On the other hand, attempts to correct 
perceived errors (typically by comparison with near-identical reads and assessing 
frequencies of each) can have consequences. For example, denoisers have been shown to 
artificially inflate the distinct sequence variants, including by a factor of >2 in some studies of 
mock communities (Nearing et al. 2018). Interestingly, the same studies show that these 
effects can depend on the type of biota studied, with the same denoising software either 
significantly underestimating or significantly overestimating the number of variants present, 
depending on the mock community. 
 
In summary, the goal of recent approaches in both ‘correction’ and ‘elimination’ categories is 
to produce unique sequences with associated frequencies, in which each sequence 
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represents a true amplified sequence (amplicon sequence variant, or ASV). ASVs are in 
effect the finest-grained possible OTUs. 
 
Dealing with PCR artefacts: chimeras 
For any protocol, some chimeric amplicons can be expected, formed by the annealing of 
partially-synthesised single DNA strands from two or more distinct DNA targets of different 
biological origin. Chimeras usually account for a high proportion of the unique sequences in 
a metabarcoding dataset, and therefore can have a dramatic effect on the number of 
ASVs/OTUs. For example, a nematode benchmark study (Porazinska et al. 2012) found that 
more than 40% of OTUs were the result of chimeras. Depending on how similar the two or 
more “parent” sequences are, these chimeras may be identifiable as associated with only a 
high- or very high-level taxon, resulting in a high proportion of essentially unidentifiable 
reads. However, the chimera frequency is highly protocol-dependent (depending on the 
polymerase), ranging from 1-18% of all reads generated by 30 PCR rounds in a 16S 
metabarcoding benchmark study (Sze & Schloss 2019). 18S metabarcoding of nematodes 
exhibits a similar order of error rate (Porazinska et al. 2012).  
 
Many software tools are available for detecting and removing chimeric reads, including both 
de novo methods (comparing reads with each other for consistency) and those using 
reference databases. It is generally essential to perform such filtering, though none can be 
expected to eliminate all chimeras. Some tools are specific to particular barcode genes, e.g. 
for 16S (Ashelford et al. 2005) or fungal ITS (Nilsson et al. 2010), while others are more 
general (Edgar et al. 2011). Filtering methods in general represent a compromise between 
sensitivity (lowering the false-negative rate) and specificity (low false-positives). The best 
sensitivity occurs for chimeras between more divergent sequences, with rates close to 100% 
(Edgar 2016). However, unsurprisingly, chimera-formation is most common between closely 
related sequences. While such chimeras are the hardest to detect, the hardest of all may be 
the least important, because differences between the two “parent” sequences may be too 
small to make a difference to the identified taxon. Indeed, many chimeras may be literally 
impossible to detect, because many true biological sequences are identical to hypothetical 
chimeras of two other, closely related but different biological sequences (Edgar 2016). 
 
Related Questions: 
Q19: What are the effects of using different approaches to assigning taxonomy (e.g. algorithms, 

OTU clustering thresholds)? 
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Q19  What are the effects of using different approaches to 
assigning taxonomy (e.g. algorithms, OTU clustering 
thresholds)? 

 
The choice of reference database has by far the greatest potential influence on the final 
taxonomic assignment. Any class of taxonomic assignment method (see below) relies on 
comparing sequence characteristics with those of reference taxa, which must be 
distinguishable. The presence in the database of a single misidentified reference sequence 
(also called ‘mis-annotated’) – e.g. a sequence mis-identified as originating from a different 
phylum to many other higher similar sequences – can prevent sequence reads from being 
correctly identified. This can apply even if the great majority of reference sequence 
identifications to species (or appropriate taxonomic level) are correct. 
 
Approaches to sequence clustering and thresholds 
 
Pairwise Alignment 
Sequence identity (usually expressed as a percentage) from a pairwise alignment of a 

metabarcoding read versus another sequence (a taxonomically-identified reference 

sequence, or other sequences in the experimental data set) can be used as the basis of 

clustering reads into OTUs. There are several different approaches to this (Kopylova et al. 

2016): 

 

i. De novo clustering compares reads only with each other, and the resulting OTUs are 

assigned taxa later (e.g. to a single read as the representative of the cluster). Many 

clustering algorithms exist, and the result of a clustering exercise depends on the 

method and the population of reads. Note that although details differ, several of the 

now widely-used denoising approaches (also see Question 18) are in effect de novo 

clustering methods using a very high identity threshold (albeit discarding numerous 

likely erroneous reads as part of the process). 

 

ii. Closed-reference clustering compares each read to a set of reference sequences 

that have already been clustered into OTUs with taxonomic identifications. Note that 

this comparison can also be done using pre-aligned reference sequences (see 

below). 

 
iii. Open-reference clustering consists of (ii), followed by (i) applied to reads that did not 

match a reference sequence. The ‘closed’ method (ii) inevitably discards many 

sequences (e.g. that contain base call errors or are chimeric) and will often produce a 

total OTU count an order of magnitude lower. 

 
Importantly, however, there is generally a many:1 relationship between OTUs and assigned 
taxa. For microbial communities at least, a similar number (and nature) of taxa are reported 
in the results irrespective of the clustering method used, as shown by microbial mock-
community metabarcoding benchmark studies (e.g. Nearing et al. 2018). Remarkably, this 
analysis shows that even though the number of OTUs from traditional open-clustering 
methods are between 10 to 100 times those obtained from modern denoising approaches, 
the number and names of assigned taxa are extremely similar (Nearing et al. 2018). At this 
stage, it is unclear if this is a general trend for all metabarcoding studies, or a feature specific 
to bacteria and micro-fungi. 
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Using a pre-aligned set of sequences 
When comparing query DNA sequences to reference databases, an alternative to pairwise 

sequence alignment is comparison with a pre-aligned set of sequences representing each 

taxonomic group. This takes advantage of the differing importance of different positions in 

the sequence (Schloss 2009). It can provide better comparisons but relies on the availability 

of a high-quality reference alignment. 

Sequence identity thresholds 

Whether the approach uses pairwise alignment or sets of reference sequences, sequence 

identity thresholds need to be defined. Rules of thumb about the threshold for sequence 

identity are sometimes given for a barcode region for a particular domain or kingdom (e.g. 

97% similarity for prokaryote 16S, 95% or 97% for COI for vertebrates and invertebrates), 

but these rarely seem to hold true across different families. A higher threshold (e.g. 99%) will 

succeed in separating some species from each other but will also split more species into 

multiple OTUs.  

Thresholds for clustering should be determined empirically from the reference dataset, or 

with reference to the literature. There may be no optimal threshold. Note also that for some 

major groups (e.g. bacteria, fungi) single barcode metabarcoding approaches cannot 

generally resolve reads beyond the genus level (but can resolve some species within some 

particular genera). However, if a narrower group is the focus, then dedicated primer pairs 

targeting different gene regions may provide greater resolution within that group. 

 

Using features of sequences 

In contrast to assessing overall sequence similarities, some methods characterise taxonomic 

reference sequences in the terms of the features they possess. ‘Features’ usually means the 

presence of particular oligonucleotide sequences that are conserved within taxonomic 

groups (e.g. RDP Classifier uses octamer frequencies; Wang et al. 2007). Some of these 

may identify organisms to a high taxonomic rank only, while others are more specific. Such 

methods may be relatively robust to sequencing errors elsewhere that could compromise 

identification based on overall sequence identity. Like the comparison with reference 

alignments, in effect, the most taxonomically important parts of the sequences are 

considered. Another advantage is computing speed. However, compared with methods that 

consider the entire sequence (both experimental reads and in the reference databases), 

more query reads tend to be unclassified. More sophisticated recent methods use machine-

learning approaches to associate a variety of sequence features with taxa, e.g. (Bokulich et 

al. 2018) and show much promise. 

 
Related Questions: 

Q18: What are the approaches to removing potentially erroneous sequences from datasets, and do 

these produce different results? 
Back to Contents 
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Q20  What are the effects of using different sequencing 
platforms? 

 
There are several different platforms for carrying out High throughput Sequencing (HTS), 
each with different characteristics. The most common platform used for metabarcoding is the 
Illumina MiSeq, which can produce up to 30 million paired 300 nucleotide (nt) (i.e. 2x300nt) 
sequence reads in a single run, allowing barcoding of target genes up to about 500nt long. 
Larger Illumina systems including the NextSeq, HiSeq and NovaSeq can produce billions of 
reads but are limited to 2x150nt reads and thus smaller barcode targets. One characteristic 
of Illumina data is that the error rate increases towards the ends of the reads, particularly 
300nt MiSeq reads. 
 
Other platforms include the Thermo Scientific Ion torrent series (PGM and more recent 
Genstudio and Genexus), which can produce tens of millions of reads up to 600nt long. The 
Ion Torrent platforms fell out of favour due to higher error rates, particularly homopolymer 
error (errors in the number of repeated bases e.g.: TTT or TTTT or TT). 
 
The third platform is the Pacific Biosciences series (RII and the more recent Sequel and 
Sequel II). These platforms produce up to 4 million reads per flowcell and the big advantage 
is that the reads can be much longer than for the two previous platforms (thousands of 
kilobases). This platform originally suffered from a high error rate (up to 15%) but by 
circularising the target DNA and sequencing round the circle multiple times this error rate is 
now equal to or lower than that obtained from Illumina platforms. 
 
The final platform in mainstream use is the Oxford Nanopore based systems (MinION, 
GridION and PromethION). These can produce millions to hundreds of millions of reads and 
the length of the reads is only limited by the length of the DNA provided to it. Like the Pacific 
Biosciences systems, the Oxford Nanopore systems suffer from higher error rates (currently 
5%-10% of bases incorrect but improving). These errors include homopolymer errors and 
insertions and deletions. Oxford Nanopore is also a very innovative company with new 
versions of reagents, flowcells, basecalling software and even platforms coming out, 
sometimes weekly. This is an advantage in that the platform is constantly improving, but also 
a disadvantage because there is no stable release that can be validated with confidence in a 
continuing supply. However, this situation is starting to improve.  One major advantage of 
the MinION is that the platform itself is cheap (£1,000 compared to approximately £90,000 
for a MiSeq) and with the use of the Flongle adapter it can run cheap flowcells (£75) 
producing hundreds of thousands of reads. 
 
All platforms have been used for metabarcoding with early comparisons (D’Amore et al. 
2016; Loman et al. 2012) between the MiSeq RSII and Ion Torrent PGM recommending 
using the MiSeq due to the lower error rates. More recently, the potential advantages of 
longer read metabarcoding on the Pacific Biosciences platform (Tedersoo et al. 2017) or 
MinION (Krehenwinkel et al. 2019) have been explored as it may allow better taxonomic 
resolution. 
 
Due to their differing library prep methods and sequencing approaches with differing read 
lengths and particularly error profiles, it is very difficult to compare results obtained across 
different platforms. A 16S bacterial comparison performed between MiSeq, RSII, IonTorrent 
PGM and 454 (an old platform that has since been removed) found that “The observed 
community composition was always biased, to a degree that depended on the platform, 
sequenced region and primer choice” (D’Amore et al. 2016). 
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Q21  To what extent does the quality of reference databases affect 
the reliability of results? 

 
The quality of the reference database has an extremely important effect on the results. 
Where the reference library is complete (all taxa expected to appear are present and from 
the correct local population) and correct (sequences are good quality, correctly labelled and 
from correctly identified samples), and the gene region selected can reliably discriminate 
between the taxa of interest, the final results from this part of the process are highly likely to 
be correct. Where the reference library is incorrect, the final results are likely to be incorrect 
as well. The degree to which the results are wrong depends on the degree to which the 
reference library is wrong. 
  
There are two broad types of database problems. Database gaps are cases in which there is 
no sequence for a species. A DNA sequence of that species will therefore not be identified at 
all,or will be assigned to a higher rank (e.g. genus, family) if a sufficiently related taxon is 
present in the database. Database errors are cases in which key reference sequences are 
incorrect. This will mean that an organism of that species may be incorrectly identified 
(because the DNA sequence of the organism ‘matches’ to a database sequence that has 
been identified to the wrong species), and/or that a species is incorrectly assessed as 
absent from the sample (if the database sequence for that species is incorrect, and there are 
no other matches for the database DNA sequence from the sample). 
 
Sequence quality within a database can also have significant effects on whether sample 
sequences can be correctly matched to the reference sequence. Factors influencing 
sequence quality include sequencing errors, incorrectly trimmed primer sequences, and lab-
specific artefacts. A sequence with incorrect or unresolved bases is less likely to reach the 
threshold for a match than it would if it were complete/ correct and will therefore increase the 
false negative rate for that species. To create a trivial example, a reference sequence 100 
base pairs long with five random errors in it is highly unlikely to have a greater than 95% 
similarity to sequences from the same species. Shorter than expected reference sequences 
can also have a negative impact. If a percentage pairwise similarity threshold is being used 
to assign a sequence to a species using a BLAST search, shorter sequences require fewer 
errors (in absolute terms) to reach that threshold than longer sequences. Bioinformatics 
pipelines should have steps that ensure this does not occur (i.e. that libraries have 
sequences of the same length, etc), but this is not always the case. Manual assessment of 
the sequences and reported statistics like sequence overlap, e-values, and bit-scores can 
help identify these cases, but need to be interpreted correctly. 
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Q22  How does metabarcoding compare with targeted assays for 
single-species detection? 

  
If the key requirement is to monitor/study a small number of species, then species-specific 
assays are more likely to be fit for purpose, while if the intention is to study communities, 
then High Throughput Sequencing (HTS) methods such as metabarcoding are the only 
currently available methods. Similarly, if the sensitivity of the test is the key requirement, 
then species specific PCR methods using ddPCR and real-time PCR are the appropriate 
methods.  However, many additional factors may have to be considered. These are outlined 
below, using real-time PCR and conventional PCR (a PCR reaction with unmodified primers 
where the result is visualised as bands on a gel) as examples of species-specific PCR 
methods, and metabarcoding as an example of an ‘untargeted’ method. ddPCR can be 
considered analogous to real-time PCR, although it is considered to have a higher 
sensitivity. Note also that combinations of methods can be used, e.g. using metabarcoding 
as a screen to identify samples that may contain key taxa (e.g. invasive species), which are 
tested again using a different test, e.g. a real time PCR assay. The sensitivity of the test will 
be dictated by the first (screening) test. 
 
Cost  
The per sample cost for a species-specific test is low compared to any HTS method, 
particularly for high numbers of samples. Even with the advent of very cheap HTS flow cells 
(e.g. the Oxford Nanopore Flongle), samples are unlikely to be cheaper for single species 
detection than if real-time PCR or conventional PCR are used. Where the survey is for more 
than one species, it may be more cost effective to run metabarcoding assays than multiple 
species-specific assays. This would have to be investigated on a case by case basis, taking 
into consideration that multiplexed (i.e. multiple assays in a single reaction) species-specific 
assays can be developed and the difficulties of validating metabarcoding. 
  
Complexity of analysis  
Interpretation of a real-time PCR assay is relatively straightforward, while HTS data are 
generally interpreted using bioinformatics pipelines, which can be automated but which can 
appear as a ‘black box’ to many users.   
 
Importance of results  
If the test result is of high importance (e.g. statutory action will be taken on the detection of a 
specific species), a consideration is how confidently the uncertainties associated with the 
method can be determined by validation. There is a well-established framework for validating 
a real-time PCR, ddPCR and conventional PCR assay, providing a strong degree of 
confidence in the both the assay (if it passes the method requirements) and in the framework 
used to conduct the validation. 
 
Currently, there are ways to demonstrate the performance characteristics of the 
metabarcoding test or to show it returns an equivalent result to an existing test, but the 
accepted overarching validation framework does not yet exist. Consequently, a real-time or 
conventional PCR result could be considered more defensible than a metabarcoding result. 
One approach is to use metabarcoding as a screen and to follow up key findings with 
confirmatory species-specific test (e.g. Fox et al. 2019). 
  
Negative controls  
For species-specific assays, negative controls are simple to incorporate and interpret. For 
metabarcoding, there is not a consensus on what constitutes a ‘fair’ negative control 
(typically, a certain number of reads are considered permissible in a negative control), and 
negative results are often interpreted with reference to thresholds (i.e. a minimum number of 
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reads are required to provide a positive result). This adds ambiguity to the interpretation of 
results. 
 
Contamination control  
It is easier to control cross-contamination within a real-time PCR system than with 
metabarcoding. A main source of contamination within PCR based methods is amplicon 
contamination (where the PCR products at the end of the process are distributed back to the 
beginning of the process). With a real-time PCR system, the tubes are disposed of 
unopened at the end of the PCR amplification step, while in metabarcoding (and 
conventional PCR) the amplified PCR products have to be opened and handled during the 
subsequent process. 
 
Quantification  
If it is necessary to quantify the starting DNA in the reaction, then quantitative PCR (real-time 
PCR run with a size standard curve or similar) and ddPCR are the appropriate methods. 
Currently, metabarcoding does not give indications of the absolute starting concentrations of 
DNA (as samples are normalised for DNA concentrations prior to being sequenced) but can 
give an indication of relative proportions of DNA starting concentrations within a sample. 
 
Sensitivity  
If sensitivity is a key parameter, then species specific assays using real-time PCR or ddPCR 
should be used. Studies have compared metabarcoding to real-time PCR to detect targeted 
species and generally found metabarcoding less sensitive (e.g. Bonants et al. 2019; 
Bylemans et al. 2019; Wood et al. 2019). This fits with theoretical expectations (competition 
of targets within the ‘untargeted’ PCR reaction, ambiguity of interpretation where low read 
counts are observed). Counter examples can be found, but all these method comparison 
studies suffer in that the sensitivity of the test is likely to be determined by the PCR primers, 
which are different in the real-time PCR and the metabarcoding assays. 
 
Detecting the unexpected 
One important potential advantage of sequencing-based methods is the possibility of 
detecting the unexpected. This may be variants of existing species or related species not 
expected at a site (Fox 2019). Targeted assays are usually designed to avoid such 
detections. 
 
Related Questions 
Q17: How does the sensitivity of different PCR methods compare with each other? 
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Q23  Which aspects of sample processing and data analysis are 
influenced by the sampling media (e.g. water, soil, bulk 
specimens, etc.) and which can follow similar approaches 
irrespective?  

 
(NB: The question scope is mixed samples to be sequenced using HTS) 
 
In general, methods diverge heavily until the point at which samples have been reduced to 
nucleic acids (i.e. extracted DNA or RNA). The sampling, DNA capture, and DNA extraction 
steps are therefore highly divergent and specific to the matrix or sample type while the PCR, 
library preparation, and sequencing steps generally follow the same protocol, provided the 
same taxonomic group is being targeted. The bioinformatics pipelines depend on the 
question rather than the base matrix and may or may not diverge. 
 
However, the quality of the DNA recovered may differ between matrices, which potentially 
affects the choice of PCR, sequencing and analysis methods. For example, the DNA 
recovered from an eDNA water sample may be degraded and composed of shorter 
fragments of DNA, while the DNA recovered from an organism within a soil sample may be 
longer and of higher quality but co-purified with inhibitors. In this example, it is likely that 
differing PCR and sequencing strategies would be used (e.g. targeting shorter fragments for 
the poorer DNA), with ultimately different bioinformatics pipelines and end results. 
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Appendix 1 
 

Additional questions were also suggested by some public bodies. These are more 

detailed/technical or more general/open-ended and so were not specifically addressed in this 

project (though some do overlap with the FAQs). However, they illustrate other important 

end-user uncertainties and priorities and so are included in case of future relevance and 

interest. 

 

Experimental Design 

• How can we determine the optimum number of samples required from different 

matrices and what degree of spatial and temporal scale of sampling is appropriate? 

• What are the critical factors in determining choice of gene for total community 

analysis? (Would using multiple genes usefully improve the dataset and increase cost 

significantly?) 

• Is there an advantage to using degenerate primers when a broad taxonomic range is 

of interest? 

• What steps can you take to test primers in silico before choosing a primer pair? 

• Should more than one primer pair be used on the same sample? 

• What measures can be taken to obtain maximum value from sequencing budget? 

• Is it advisable to develop a mock community of the most likely organisms? If yes, 

should the mock community be morphologically identified and Sanger sequenced 

individually? 

• What would be the minimum quality control steps/items required to produce robust 

data for qPCR and metabarcoding? 

  

Sample Collection and Transport 

• What factors should be considered when sampling different forms of DNA (e.g. 

particle-associated DNA from cells, organelles, DNA stuck to small particles, free 

DNA)? 

• What are the effects of different filter materials and pore sizes? 

• What are the necessary decontamination steps that need to be taken within and 

between sites? 

• Are negative and positive field controls necessary, and if yes how should these be 

applied? 

 

Sample Processing and Data Analysis 

• Is there a benefit to removing some of the specimens of the dominant species to 

increase the chance of metabarcoding the less common components? 

• What are the advantages and disadvantages of prioritising total DNA yield over DNA 

quality? 

• What are the advantages and disadvantages of sequence length when assessing 

community diversity? 

• What are the advantages and disadvantages of clustering-first vs. assignment-first 

pipelines? 

• What would be the minimum quality control steps/items required to produce robust 

data for qPCR and metabarcoding? 
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Other 

• What is an acceptable level of confidence for DNA-based methods for operational 

deployment? 

• What metadata need to be reported with DNA results? 

• What is the minimum methodological information needed to validate and repeat the 

work? 

• How should samples be archived to facilitate future use? 

• Are there any steps that can be taken to use the number of reads as a semi-

quantitative indicator of abundance? 

• Is there a role for MinIon technology in metabarcoding?  

• Would it be possible to develop a standard evaluation method to estimate the accuracy 

of a pipeline for targeted metagenomics? 

• What is the relative impact on data of factors such as sequencing errors, choice of 

gene, length of sequence, chimera identification, and quality of reference database? 

• How could a non-expert make a judgement such as ‘these methods are similar enough 

to allow comparisons between datasets?’ and vice versa ‘these methods are too 

different to allow comparisons?’ 
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